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Session Abstract 

ÅEvolution of hardware architectures of SP backbone routers. Switching fabric 

technologies ï arbitration, multicast replication, speedup, head of line blocking. 

Packet processing ASIC's ï parallelism, NPU, lookup algorithms, CAM and 

TCAM. Centralized and distributed router architectures, evolution of ASR and 

CRS routers, comparison with their predecessors (12000, 10000, 7600, 7200). 

100GE optimized systems, multi-chassis systems. Engineering dilemmas, and 

seeking quality in hardware design.  
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Agenda 

 On the Origin of Species 
ÅRouter Evolution 

ÅRouter Anatomy Basics 

 

 Packet Processors 
ÅLookup, Memories, ASIC, NP, TM, parallelism 

ÅExamples, evolution trends 

 

Switching Fabrics 
ÅInterconnects and Crossbars 

ÅArbitration, Replication, QoS, Speedup, Resiliency  

 

 Router Anatomy 
Å Past, Present, Future ï CRS, ASR9000 

Å 1Tbps per slot? 
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Real-Time Packet Processing  
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Real-Time Packet Processing  
Process Switching (Multiprotocol) 

CPU DRAM 

Flash, NVRAM, 

CON, AUX,... 

interrupt level 

process level 

interfaces interfaces Interconnect 
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CPU DRAM 

Flash, NVRAM, 

CON, AUX,... 

I/O region 

process region 

interrupt level 

process level 

interfaces interfaces Interconnect 

Data Packet 

 

Control Packet 

 

Real-Time Packet Processing  
Data Plane vs. Control Plane 

S/W Router 

 - ISR, 7200, é 
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Real-Time Packet Processing  
Hardware Router 

CPU 
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Real-Time Packet Processing  
NP (Network Processor) 

TM (Traffic Manager) a.k.a. BQS (Buffering, Queuing, Scheduling) ASIC  

  ï handles the direct memory access and queuing [complete packets] 

 

NPU (Network Processing Unit)  

  ï handles packet forwarding lookups and operations [packet headers] 

CPU 

Flash, NVRAM, 

CON, AUX,... 
IOS 

interfaces interfaces 

Route DRAM 

Packet DRAM TM 

Interconnect 

Control Packet 

 

Data Packet 

 

Data Packet 

 

NPU headers 

 

Control 

Memories 
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Data Plane Architectures 
Centralized Hardware Router 

CPU Peripherals 

interfaces interfaces 

Route DRAM 

Packet DRAM TM 

Interconnect 

NPU Control 

Memories 
headers 
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Data Plane Architectures 
Modularity 

CPU Peripherals Route DRAM 

Packet DRAM TM NPU Control 

Memories 
headers 

 

interfaces interfaces 
Interconnect 

Routing and Forwarding Processor 

 - Cisco 10000 PRE 

 - Cisco 7300 NSE 

Port Adapters, SIP/SPA 

IC 
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Data Plane Architectures 
Modularity 

CPU Peripherals Route DRAM 

Packet DRAM TM NPU Control 

Memories 
headers 

 

interfaces interfaces 
Interconnect 

RP (Route Processor) 

 - Cisco ASR1000 RP 

 - Cisco 7600 MSFC 

Port Adapters, SIP/SPA 

FP (Forwarding Processor) 

 - Cisco ASR1000 ESP 

 - Cisco 7600 PFC (ext. TM) 

IC 
FP 

CPU 

DRAM 
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Scaling the Forwarding Plane 
Centralized Forwarding, Shared Memory ï NP Clustering 

interfaces interfaces 
Interconnect 

RP (Route Processor) 

 - Cisco ASR1000 RP 

Port Adapters, SIP/SPA 

FP (Forwarding Processor) 

 - Cisco ASR1000 ESP-100 
NP 

TM 

Ctrl Mem 

Pkt Mem 
NP 

TM 

Ctrl Mem 

Pkt Mem IC, 

Distributor 
FP 

CPU 

DRAM 

RP 

CPU 

DRAM 

Cluster Interconnect 



© 2013 Cisco and/or its affiliates. All rights reserved. BRKSPG-2772 Cisco Public 

interfaces interfaces 
Interconnect 

Port Adapters ð MPA 

Centralized Router with Switching Fabric 

 - Cisco ASR9001 

NP 
TM 

Ctrl Mem 

Pkt Mem 
NP 

TM 

Ctrl Mem 

Pkt Mem 
FP 

CPU 

DRAM 

Switching 

Fabric 

RP 

CPU 

DRAM 

Scaling the Forwarding Plane 
Centralized Forwarding, Distributed Memory ï Switching Fabric 
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RP 
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FP 

CPU 
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Switching 

Fabric 

FP 

CPU 

DRAM 

interfaces 

Distributed Router 

 - Cisco 12000 

 - Cisco 7600/DFC 

 - Cisco CRS 

 - Cisco ASR9000 

Scaling the Forwarding Plane 
Distributed Router Architecture 
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Packet Processors 
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Packet Processing Trade-offs 
Performance vs. Flexibility 

 

ASIC (Application Specific Integrated Circuit) 

Å mono-purpose hard-wired functionality 

Å complex design process [years] 

Å high performance [100ôs of Mpps] 

Å high development cost (but cheap production) 

Å usage example: switches (Catalysts) 
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CPU (Central Processing Unit) 

Å multi-purpose processors 

Å high s/w flexibility [weeks], but low performance [1ôs of Mpps] 

Å high power, low cost 

Å usage example: access routers (ISRôs) 

 

 

NP (Network Processor) = ñsomething in betweenò  

Å performance [10ôs of Mpps] + programmability [months] 

Å cost vs. performance vs. flexibility vs. latency vs. power 

Å high development cost 

Å usage example: coreĄedge, aggregation routers 

 CPU 

 NP 

ASIC 
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ñIt is always something 

 

        (corollary). Good, Fast, Cheap:  

 

               Pick any two (you canôt have all three).ò 

RFC 1925 

ñThe Twelve Networking Truthsò 

 

18 
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Egress Features 

egress 

ingress 

1. IPS (if pak not audited on input) 

2. Rate based satellite control protocol tunnel (??) 

3. Output NHRP 

4. Redirect to web cache (WCCP) 

5. QOS classification/CCE egress 

6. Output copy to NM-CIDS 

7. Inside-to-outside NAT 

8. STILE (NBAR) 

9. Output DSCP Classification for AutoQoS 

10. BGP Policy Accounting 

11. Intercept ACLs (LI) 

12. Crypto map check (mark for encryption) 

13. Output QoS Classification  

14. Output ñfixupò for IOS FW 

15. Output ACL  check 

16. Output Common Classification Engine (CCE) 

17. Output FPM 

18. Output TCP MSS tweak  

19. DoS tracking 

20. Output Stateful Packet Inspection (IOS FW) 

21. IOS FW AuthProxy Intercept 

22. Output TCP Intercept 

23. Mobile IP Home Agent Intercept 

24. Output QoS Marking 

25. Output accounting (??) 

26. RSVP Netflow hook 

27. Output Policing (CAR) 

28. MAC/Precedence accounting 

29. IPSec Encryption 

30. Egress NetFlow 

31. Flexible NetFlow 

32. Output GPRS 

33. Ouput IPHC 

34. Egress RITE 

35. Queuing (CBWFQ, LLQ, WRED) 

Routing 

Ingress Features 

1. Mobile IP reverse tunneling 

2. IP Traffic Export (RITE) 

3. QoS Policy Propagation thru BGP (QPPB) 

4. Flexible NetFlow 

5. Virtual Fragmentation Reassembly 

6. STILE (NBAR) 

7. Input QoS Classification/CCE 

8. Ingress NetFlow 

9. Intercept ACLs (LI) 

10. IOS IPS Inspection 

11. Input Stateful Packet Inspection (IOS FW) 

12. Input Authentication Proxy Check 

13. Input ACL check 

14. Input CCE (common classification engine) 

15. Flexible Packet Matching (FPM) 

16. Crypto 

17. EZVPN connect ACL 

18. Unicast RPF check 

19. Input QoS Marking 

20. Input Policing (CAR) 

21. Input MAC/Precedence Accounting 

22. NAT-PT (IPv4-to-IPv6) 

23. NAT Outside to Inside 

24. Fwd packts to NM-CIDS 

25. SSG 

26. Policy Routing Check 

27. WCCP 

28. CASA 

29. Idle timer 

30. URD Intercept 

31. GPRS ingress policy 

32. CDMA PDSN ingress address filtering 

33. Mobile IP Home Agent intercept 

1. BGP Policy Accounting 

2. TCP MSS fix 

3. NAT Virtual Interface (NVI) 

Post Lookup Features  

(after lookup, before tag rewrite) 

What is Packet Processing? 
Order of Operation 
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LC NPU 

Hardware Routing Terminology 

LDP RSVP-TE 
BGP 

ISIS 

OSPF 

EIGRP 
Static 

FIB Adjacency 
ARP 

LSD RIB 

AIB 
SW FIB 

LC CPU 

RP 

AIB: Adjacency Information Base 

RIB: Routing Information Base 

FIB: Forwarding Information Base 

LSD: Label Switch Database 



© 2013 Cisco and/or its affiliates. All rights reserved. BRKSPG-2772 Cisco Public 

Lookup Algorithms Intro 

ÅIPv4 address has 4bytes = 32 bits. Trying to directly index this space 
(1-step lookup) = 2^32 = 4.3 billion pointers. 

ÅInstead, we can organize it into a search tree. Eg. A 4-level tree as 8-
8-8-8 (up to 4-step lookup) = 2^24+2^16+2^8 = 16.8 million pointers  

ÅStride length: Trade-off between Memory & Speed 

 

Btree for 8-bit space = Root + 8 more levels 

Mtree for 8-bit space = Root + 1 more levels 

Simple Example: 8-bit address lookup 
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Mtree vs. Mtrie  
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ÅMtree stores the data within its tree data 

structure itself 

ÅMtrie data structure locates the desired data 

that are stored elsewhere (PLU/TLU RAM) 

ÅStride length pattern examples: 

ÅGSR: 16-8-8, 10K: 10-9-5-8 

ÅCRS IPv4: (4+8)-8-6-6-4 

ÅCRS IPv6: (4+8)-10-10-8-8-8-8-8-8-é 

 

 

 

Å   Stride length impacts performance:  

 (Low-mem SRAM vs. High-mem DRAM) 

IOS CEF: 8-8-8-8 
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L2 Switching (also VPLS) 

  Destination MAC address lookup Ą Find the egress port (Forwarding) 

ÅRead @ Line-rate = Wire-speed Switching 

  Source MAC address lookup Ą Find the ingress port (Learning) 

ÅWrite @ Line-rate = Wire-speed Learning 

CAM 

CAM (Content Addressable Memory) 

  ñAssociative Memoryò  

  SRAM with a Comparator at each cell 

  Stable O(1) lookup performance  

  Is expensive & power-hungry 

  usage: L2 switching (MAC addresses) 

Content (Value) Result 

Query Result 

0008.7c75.f401  

0008.7c75.c401  

0008.7c75.f405  

0008.7c75.f431  01 

02 

03 

02 
PORT ID  

. . .  

. . .  
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IP Lookup Applications 

  L3 Switching (Dst Lookup) & RPF (Src Lookup) 

  Netflow Implementation (flow lookup)  

  ACL Implementation (Filters, QoS, Policersé) 

  various other lookups 

TCAM 

TCAM (Ternary CAM) 

  ñCAM with a wildcardò (VMR) 

  CAM with a Selector at some cells 

  Stable O(1) lookup performance  

  3rd state ï Donôt Care bit (mask) 

  usage: IP lookup (addr/mask) 

Result 

Query Result Ą 

pointer  

192.168.200.111  

192.168.200.xxx  

192.168.300.xxx  

192.168.100.xxx  801  

802  

803  

802  

ACL PERMIT/DENY 

. . .  

. . .  

Content (Value/Mask) 

TCAM Evolution 

CAM2 ï 180nm, 80Msps, 4Mb, 72/144/288b wide 

CAM3 ï 130nm, 125 Msps, 18Mb, 72/144/288b wide 

CAM4 ï 90nm, 250Msps, 40Mb, 80/160/320b wide 
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TBM (Tree Bitmap) 
Joins advantages of Mtrie and TCAM 

TBM advantages: 
Å Storage Size comparable to TCAM ï O(N) 

Å Lookup Time comparable to Mtrie ï O(W/K) 

Å Cheap and Low Power ï unlike TCAM 

Å Fast Update Time 

Å CRS (SPP and QFA) 

 

W=Width of lookup (32 bits for IPv4) 

K =Stride length  

N =Number of Prefixes 

Å Internal bitmap ï non-empty local data 

Å External bitmap ï non-empty children 

FIB Update Time 

Typically 1000ôs pfx/sec (4K, 8K, 10K) 

Old routers/switches ï only 100ôs pfx/sec 

Full BGP = random 400K pfx (40s update??) 
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FIB Memory & Forwarding Chain 

L2 

Table  

L2 Load 

Balancing  

TLU- 2 TLU- 3 

L3 Table  
L3 Load 

Balancing  

TLU- 0 TLU- 1 

32- way 64- way 

PLU  TLU  

TLU/PLU  

Ámemories storing Trie Data (today typically RLDRAM) 

ÁTypically multiple channels for parallel/pipelined lookup 

 

ÅPLU (Packet Lookup Unit) ï L3 lookup data (FIB itself) 

ÅTLU (Table Lookup Unit) ï L2 adjacencies data (hierarchy, load-sharing) 

Pointer chain allowing In-place Modify (PIC) 

Trie or TBM  

Root  

PLU Leaf  

for 10.1.1.0/24  
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V4 Mpps, 3 Gbps  

Vu- programmable stages  

V2 per LC (Rx, Tx)  
Pipelining Programmable ASIC 
2002: Engine3 (ISE) ï Cisco 12000  

TCAM3 SDRAM DRAM  

headers only 
TM ASIC 

- 2K queues 

- 2L shaping 

DRAM  

u-code L3 fwd CAM L2 fwd u-code 

ACL 

QOS 

NF 
u-code 

DMA Logic 

PLU/TLU 

SRAMs 

Parallelism Principle #1 
Pipeline 

Å Systolic Array, 1-D Array 

Scale (Pipeline Depth): 

Å multiplies instruction cycle budget 

Å allows faster execution (MHz) 

Å non-linear gain with pipeline depth 

Å typically not more than 8-10 stages 

 

   



© 2013 Cisco and/or its affiliates. All rights reserved. BRKSPG-2772 Cisco Public 

V16 Mpps, 10 Gbps  

V130/90nm, u - programmable  

V2 per LC (Rx, Tx)  

V240W/10G = 24 W/Gbps  

 

SMP Pipelining Programmable ASIC 
2004: Engine5 (SIP) ï Cisco 12000  

TCAM3 RLDRAM DRAM  

headers only 
TM ASIC 

- 8K queues 

- 2L shaping 

DRAM  u-code u-code L3 fwd CAM L2 fwd u-code 
ACL 
QOS 
NF 

u-code 

u-code u-code L3 fwd CAM L2 fwd u-code 
ACL 
QOS 
NF 

u-code 

u-code u-code L3 fwd CAM L2 fwd u-code 
ACL 
QOS 
NF 

u-code 

u-code u-code L3 fwd CAM L2 fwd u-code 
ACL 
QOS 
NF 

u-code 

DMA Logic 

TCAM3 

FIB 

SRAMs 

Parallelism Principle #2: 
SMP (Symmetric Multiprocessing) 

Å Multi-Core, Divide & Conquer 

Scale (# of cores) 

Å Instruction/Thread/Process/App 

granularity (CPUôs: 2-8 core) 

Å IP: tiny repeating tasks (typically up 

to hundreds of cores) 

 

 

 
 

   


